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в периоды повышенной нагрузки и снижение 
в периоды ее спада.

Из этого можно сделать вывод, что исполь-
зование адаптивного механизма предоставле-
ния ресурсов является эффективным при 
организации доступа к web-ресурсу, однако 
в системе распределенной обработки матема-
тических моделей наблюдается избыточное 
выделение ресурсов.

Наряду с проведенной работой интерес 
для дальнейшего исследования представляет 
разработка управляющего правила перерас-
чета количества ресурсов ВМ при решении 
вычислительных задач большой размерности.

Вместе с тем важно и внедрение алгорит-
мов приоритизации в элементе управления 
допуском, реализованном в адаптивном ме-
ханизме.
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aBstract
In this article the author focuses on peculiarities of 

providing virtual resources, used in cloud computing 
systems for guaranteed quality of service, taking 
into account the requirements of QoS. The article 
contains the description of adaptive mechanism 
and comparative analysis of static and adaptive 
mechanisms to provide resources through simulation 
models. Moreover it covers such computing figures 
for models as the average time for request processing, 
the level of service denial, the significance of general 
application of system resources with different inbound 
parameters.

eNglish  suMMary
Background. Cloud computing is one of the 

most modern technology, which provides a variety 
of options for working with data as a network 
service. Users are released from worries about 
commissioning or systems administration. However, 
there are significant problems with the calculation and 
allocation of resources, primarily, in cloud computing 
systems. If they are resolved, the work of applications 
will be able more effective, with reduced financial 
costs, reallocation of unused resources and increase 
in productivity in moments of high load.

objective. The author examines the mechanism 
of automatic adaptation to changes in workload 
related to the tasks that are performed by applications 
in the cloud environment.

Methods. The author uses specific methods of 
analysis of IT-systems. 

results. System based on cloud computing 
combines data processing centers (hereinafter – 
DPC) as a network of virtual IaaS (computing servers, 
databases, networks) and PaaS (stabilization 
mechanisms of load (download) and auto-scaling), 
so that providers are able to open applications (SaaS) 
from anywhere in the world with a level of costs, 
determined by the requirements of QoS.

Copies of the applications are examples of SaaS 
programs, which may belong to small or medium-
sized enterprises, as well as public organizations, 
using applications running through the clouds. In 
this mechanism the application itself and platform 
are provided by one organization, and resources 
based on cloud technologies are used by different 
organizations.

Calculation of resources needed for the 
application consists of a set of independent tasks 
that can be modeled as service requests sent by end-
users for copies of virtual applications.

An adaptive mechanism (its architecture is 
shown in Pic.1) was developed in order to meet the 
QoS requirements of the system within the changing 
nature of the workload, as well as the difficulty of 
forecasting the volume of virtual resources specific 
to cloud technology.

It consists of three levels. The service provider 
administers various software components of the 
mechanism architecture. SaaS level of the mechanism 
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contains an admission control element, the main task 
of which is to admit to the further processing the 
requests of end users.

The received request is passed to the PaaS level, 
which comprises several major components.

1) Application provider receives requests of end 
users from admission control element and provides 
virtual machines and sample applications, in reliance 
on data from the workload analyzer and planner 
of productivity and system workload forecasting 
(hereinafter – PPSWF).

2) Workload analyzer is designed to make a 
forecast of the number of requests that enter the 
system. Such information is used for the calculation 
of the exact number of applications copies required 
for the resource allocation and purposes of QoS.

3) Planner of productivity and system workload 
forecasting deals with analytical modeling and 
represents the expected level of requests. Its function 
is to calculate the number of virtual applications 
copies, related to the tasks of QoS.

These three components of the adaptive 
mechanism together are able to dynamically adjust 
the number of virtual applications copies to maintain 
the desired level of QoS in situations where figures of 
the processing time and the level of service denial will 
be below the specified limit.

During the experiments the author tested two 
scenarios of cloud services use.

Imitation of each scenario was performed 10 
times, after which an average figure of each output 
parameter was estimated.

The first scenario simulates workload of web-
service with a lot of requests. Certain production 
capacity volume of application copies is required 
for the requests processing (for example, search for 
web-pages). This scenario is referred to as «Web».

Simulation was to gather statistics of requests in the 
data center for one week starting from 00.00 am Monday.

The second scenario simulates workload of 
applications with a small number of requests 
which require a significant volume of production 
capacity of the application copy. Such a scenario 
is called «Scientific.» This experiment itself shows 
peculiarities of providing virtual resources for 
scientific applications (e. g., image processing 
and modeling of protein folding).

Results of workload simulation for model 
«Web» are shown in Table 1 and the results of 
workload simulation for «scientific model» are 
presented in Table 2.

conclusions
The architecture of the described adaptive 

mechanism involves applications launching in the 
system on virtual machines, which are located on 
the set of consolidated servers, allowing resource 
sharing in a cloud infrastructure.

The simulation results show that the adaptive 
mechanism, that tracks changes in the load 
intensity for a particular time period, allocates 
the necessary amount of resources to achieve 
the desired level of quality of service and efficient 
allocation of resources in the cloud system.

The application of adaptive mechanism is 
effective in providing access to web-resource, 
but there is excessive allocation of resources in a 
system of distributed processing of mathematical 
models.

A l o n g  w i t h  t h e  w o r k  u n d e r t a k e n ,  t h e 
dev elopment of control  rules for resources 
allocation of virtual machines for computational 
tasks of high dimensionality is of great interest 
for further research of the author.

H o w e v e r,  i t  i s  i m p o r t a n t  t o  i m p l e m e n t 
prioritizing algorithms in the admission control 
e lement,  which is  appl ied in  the adapt iv e 
mechanism.
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