B IIEPUO/IbI ITOBBIILIECHHOI HATPY3KK 1 CHIDKEHME
B IIEPUO/IbI €€ CIIaa.

3 3T0ro MOXHO ¢ieJ1aTh BHIBOJ, YTO MCIIONb-
30BaHME AIalITHBHOIO MEXaHM3Ma IIPEI0CTaBIe-
HUS pecypcoB gBisieTcs 3(POEeKTUBHBIM MPU
opraHu3aluu J0CTyIa K web-pecypcy, onHaKo
B CHCTEMeE pacIIpeieJIeHHOI 00pabOTK1 MaTeMa-
TUYECKUX MOJIEJIE HaOIonaeTcsl N30bITOYHOE
BbIIEJIEHIE PECYPCOB.

Hapsay ¢ nipoBeneHHOIT pabOTOI MHTEpec
JUISL AaIbHEHILIET0 MCCIIeA0BaHMSI IIPEACTABIISIET
pa3paboTKa yIpaBJSIIOLIEro IipaBuiia Iiepepac-
yeTa KolaudecTBa pecypcoB BM mpu perieHun
BBIYMC/IATEIIbHBIX 3214 OOJIBIIION PA3MEPHOCTH.

BMmecTe ¢ TeM BaXXKHO 1 BHEIPEHUE aJITOPUT-
MOB IIPUOPUTHU3ALIMU B JIEMEHTE YIIPaBICHUS
JIOITYCKOM, PeaIM30BaHHOM B aIaliTUBHOM Me-
XaHU3ME.
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OPTIMIZATION OF SUPPORT OF IT-RESOURCES OF RAILWAYS
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ABSTRACT

In this article the author focuses on peculiarities of
providing virtual resources, used in cloud computing
systems for guaranteed quality of service, taking
into account the requirements of QoS. The article
contains the description of adaptive mechanism
and comparative analysis of static and adaptive
mechanisms to provide resources through simulation
models. Moreover it covers such computing figures
for models as the average time for request processing,
the level of service denial, the significance of general
application of system resources with differentinbound
parameters.

ENGLISH SUMMARY

Background. Cloud computing is one of the
most modern technology, which provides a variety
of options for working with data as a network
service. Users are released from worries about
commissioning or systems administration. However,
there are significant problems with the calculation and
allocation of resources, primarily, in cloud computing
systems. Ifthey are resolved, the work of applications
will be able more effective, with reduced financial
costs, reallocation of unused resources and increase
in productivity in moments of high load.

Objective. The author examines the mechanism
of automatic adaptation to changes in workload
related to the tasks that are performed by applications
in the cloud environment.

Methods. The author uses specific methods of
analysis of IT-systems.

Results. System based on cloud computing
combines data processing centers (hereinafter —
DPC) as a network of virtual laaS (computing servers,
databases, networks) and PaaS (stabilization
mechanisms of load (download) and auto-scaling),
so that providers are able to open applications (SaaS)
from anywhere in the world with a level of costs,
determined by the requirements of QoS.

Copies of the applications are examples of SaaS
programs, which may belong to small or medium-
sized enterprises, as well as public organizations,
using applications running through the clouds. In
this mechanism the application itself and platform
are provided by one organization, and resources
based on cloud technologies are used by different
organizations.

Calculation of resources needed for the
application consists of a set of independent tasks
that can be modeled as service requests sent by end-
users for copies of virtual applications.

An adaptive mechanism (its architecture is
shown in Pic. 1) was developed in order to meet the
QoS requirements of the system within the changing
nature of the workload, as well as the difficulty of
forecasting the volume of virtual resources specific
to cloud technology.

It consists of three levels. The service provider
administers various software components of the
mechanism architecture. Saa$S level of the mechanism
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contains an admission control element, the main task
of which is to admit to the further processing the
requests of end users.

The received request is passed to the PaaS level,
which comprises several major components.

1) Application provider receives requests of end
users from admission control element and provides
virtual machines and sample applications, in reliance
on data from the workload analyzer and planner
of productivity and system workload forecasting
(hereinafter — PPSWF).

2) Workload analyzer is designed to make a
forecast of the number of requests that enter the
system. Such information is used for the calculation
of the exact number of applications copies required
for the resource allocation and purposes of QoS.

3) Planner of productivity and system workload
forecasting deals with analytical modeling and
represents the expected level of requests. Its function
is to calculate the number of virtual applications
copies, related to the tasks of QoS.

These three components of the adaptive
mechanism together are able to dynamically adjust
the number of virtual applications copies to maintain
the desired level of QoS in situations where figures of
the processing time and the level of service denial will
be below the specified limit.

During the experiments the author tested two
scenarios of cloud services use.

Imitation of each scenario was performed 10
times, after which an average figure of each output
parameter was estimated.

The first scenario simulates workload of web-
service with a lot of requests. Certain production
capacity volume of application copies is required
for the requests processing (for example, search for
web-pages). This scenario is referred to as «Web».

Simulation was to gather statistics of requests in the
data center for one week starting from 00.00 am Monday.

Key words: management, information networks,

modeling, distributed systems.
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The second scenario simulates workload of
applications with a small number of requests
which require a significant volume of production
capacity of the application copy. Such a scenario
is called «Scientific.» This experiment itself shows
peculiarities of providing virtual resources for
scientific applications (e. g., image processing
and modeling of protein folding).

Results of workload simulation for model
«Web» are shown in Table 1 and the results of
workload simulation for «scientific model» are
presented in Table 2.

Conclusions

The architecture of the described adaptive
mechanism involves applications launching in the
system on virtual machines, which are located on
the set of consolidated servers, allowing resource
sharing in a cloud infrastructure.

The simulation results show that the adaptive
mechanism, that tracks changes in the load
intensity for a particular time period, allocates
the necessary amount of resources to achieve
the desired level of quality of service and efficient
allocation of resources in the cloud system.

The application of adaptive mechanism is
effective in providing access to web-resource,
but there is excessive allocation of resourcesin a
system of distributed processing of mathematical
models.

Along with the work undertaken, the
development of control rules for resources
allocation of virtual machines for computational
tasks of high dimensionality is of great interest
for further research of the author.

However, it is important to implement
prioritizing algorithms in the admission control
element, which is applied in the adaptive
mechanism.
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