CYUWeCMBEHHO UAU NOBEPXHOCIMHO CX0O0CME0,
cxeauenHoe 6 memaghope» [20].

Henuneitnbie 3¢ GeKThl TPOCTPaHCTBEH-
HO-BPEMEHHOI'O XapaKTepa IPUCYTCTBYIOT
B €CTECTBEHHBIX M MCKYCCTBEHHBIX CHCTEMAX
[21]. OHUM ¢ 3aMETHBIM ITOCTOSTHCTBOM BO3HM-
KalOT B TEXHMKE, SKOHOMUKE 1 OpraHu3aLu-
OHHOM YIpPaBJICHUM B KOHTEKCTE CO3AaHMS
BBICOKOO(M(GEKTUBHBIX CUCTEM, UX POJIb
U BIIMSIHKME OOCYKIAI0TCS C PACTyLLE UHTeH-
CHBHOCTbBIO B HAyYHbBIX TPYIaX OTEUECTBEHHBIX
1 3apy0eKHBIX aBTOPOB.
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ABSTRACT

The inherent nonlinearity of production
functions and loss of sensitivity generated by it
and decreasing effectiveness are investigated
in the framework of sensitivity theory. On this
basis, the problem of optimization of resources
is explored according to the criteria of benefits
and costs, as well as the nonlinear nature of the
central causation, which is characteristic of natural
and artificial systems. The effects, reflecting
these features, are spatio-temporal in nature and
appear in engineering, economics, management.
Attention to them is only increasing.

ENGLISH SUMMARY

Background

It is generally accepted that the most complete
and useful characteristic of any organization can be
obtained in the framework of system theory [1, 2].
This is true also with respect to such key aspects of
the structure and functioning of the organization as a
rational use of resources, productivity, management
efficiency, etc. Pic. 1 shows the most common and

productive system view of the organization as an open
system «input — output».

Traditionally, it is assumed that a static picture of
the observed causal relationship between input and
output variables can be described quite accurately
with the help of the generalized production function
Y = F(ql, ... ,.an) that characterizes the technological

relationship between value (goods and services)
created by the organization and the costs incurred by
economic factors. And despite a certain controversy,
of «two Cambridges « [3], the concept of the
production function remains one of the very
constructive mathematical schemes and models for
economic analysis and forecasting at the macro and
micro levels. [4] Of particular value is its «engineering»
component, which plays an important role in the
theory and techniques of economic analysis and
control [5].

The theory of the firm postulates the existence of
a special economic area (convex subsets of costs),
at the points of which the production function
Y=F(,,..,q,) satisfies the conditions

oF /8¢, >0, 8°F /8q; <0, j=1,..., n, [6]. The first of
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these means that the so-called marginal product
6F/aqj,j=1,..., nis positive, but decreases with

increasing values of the associated economic factor,
which is reflected in the second condition. This factis
known as decreasing returns law (or the law of
Gossen).

Causal relationship Y =F(q,, ..., q,) has a non-

linear nature, which causes loss of sensitivity between
inputs and outputs of the system (between impulse
and response) and, as a consequence, the loss of
efficiency of production factors (or resources). Such
nonlinear effects are directly related to the problem
of effectiveness ethics in relation to the resources,
which in recent years has become the object of study
of the growing intensity [7].

In the article the author offers a suitable analytical
tool for describing and evaluating already mentioned
nonlinear effects associated with the characteristic
of Y=F(q,,...,q,)in the framework of sensitivity

theory and defines their role and influence on the
development of effective relationships for a number
of system characteristics of scientific and practical
interest.

Methods.

In the first part of the article the author focuses
on the measures of sensitivity and decreasing
effectiveness. It is assumed that the non-linear
relationship Y=F(q), g=(q,, ..., q,) " belongs to the
class of concave ascending series on a nonempty
convexset Q c E} oftwice continuously differentiable

functions F: O— E' | which satisfies the conditions
OF /0q,>0, &’F /8q; <0, j=l,...,n, w h e r e
q,i=1,...
- the nonnegative orthant of n— dimensional
Euclidean space E" .

From optimization theory it follows that concave
ascending series on a nonempty convex set Q c E!

,n, -coordinates ofthevector q €Q, E!

function F: Q — E! satisfies the differential inequality
[8]. B B _
F(9)- F@)<VF@) (q-7), €0, (1.1)
where q € Q — arbitrary admissible point, VF(q)—

gradient of function F(q) at this point. This function
y=F@)+VF@)(q-9) corresponds to the
hyperplane

H,={(0,9)/ y=F@+VF@) (q-7), 40},

tangent to the surface of the function F(q) at the
point q, and gradient VF(q) - the slope of the
hyperplane. If F,(G) is an ordinate of the point of
hyperplane H, intersection with the axis of the
function F(q)and noting that q €Q is an arbitrary
point, there is an expansion for the function F(q)in
the form

F(g)=F(q)+VF(g) g, q€0. (1.2)

The second summand on the right side is an inner
product of two vectors: gradient
oF G OFy
dq Oq, aq,
and a vector q=(q,,.-., q,)" . The formula for this

VF(q)=

component ¥(q), is
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v(q)=VF(@)'q =qu,- ) (1.3).
J=1 aq/

Perturbation of the argument of the function
provides valuable information about its local dynamic
properties, including sensitivity. «Caring about the
simplicity and effectiveness’ [9], the author uses for
this purpose ratio limit

dF(iq)/ F(tg) _ ¢ dF(1q)
dt/t F(tg) dt

where t—1. If this limit is determined through

o(q) andtaking intoaccountthat F(tq) = F(tq,,...,1q,),

(1.4)

and its derivative on the parametertis

d " OF(tg) 0(tg,) & OF(iq)
—F(1q,,....,19,) = L= -
dr ,Z‘ aq,) ot ,z,: ag,)
(1.5)
for o(q) there is a formula
t dF(tg) 1 &OF(q)

o(g)=lim —— = q.
o F(tg) dr Flg)i5 oq, '

(1.6)
In essence, o(q) represents the local rate of

change of a function F(q) from the proportional
coordinates change ofthe vector q=(q,,--., 4,)" , and

its additive structure differentially reflects the
influence of each of the coordinates of the vector.
Thus, o(q) can be considered as an integral
measure of (relative) sensitivity of function F(q) at
the point q € Q , and its components o,(q) , j =1,..., n,

as particular measures of (relative) sensitivity. In
economics, these figures are known as malleability.
Using (1.6), the expression (1.3) can be
represented in the form
v(g)=0o(g)F(g), (1.7)
which, in turn, enables to rewrite formula (1.2)
in the form
F(g)=F(q)+v(q@)=(1-0(q)F(9)+o(9)F(q), g€ 0.
(1.8)
Functions v(f) and o(f) have additive structure

and their components are interconnected the
following way
oF .
V,-(‘Z)=$qj=O',~(4)F(Q),J=1,--~, n,

J

(1.9)
In essence, each of the figures v,(q), j=1,..., n

is by analogy with the known concept of productivity
[11] «partial return» (or “partial productivity”)
corresponding the variable q;, j=1,..., n, at a fixed

figure of the other variables. In this respect, ¥(q) can

be interpreted as «cumulative return» (or “cumulative
productivity”) of input variables ¢, ..., q,. It is

important to note that

vi(q)/vj(q)=o—i(q)/o-j(q):(qi/qj)luiji ij=l..., n,

(1.70)
where through p; so-called marginal substitution

rate between coordinates q;and q; [2, 6]:



= —/— i,j=1,..., n,

aq, j
relates components of o(q), coordinates of
vector q and substitution rates w; . Moreover, points

(1.11)

onthe surface F(q) = const , which satisfy the condition
vi@)/vi(g)=0(q)/c,(q)=1, (1.12)

are characterized by stable proportions.

At the end of this part of the article, the author
shows that production function can be expressed in
terms of the sensitivity o(q) in the form of an

exponential function. The formula for total differential

aF@=3 5, =3, ﬂi—z @F@L

6 j /
(1.13)
should be represented in the form
F n
DD _ 10 Fig)=3 0, (@) Ing,. (1.14)
F(q) =1

And then there is a multiplicative form for
production function:

F@=F] Texo (@),

where ¢,(a)=[c,(@)dIng;, j=1,...n F, -

constant.

The second part of the article is devoted to the
optimality with respect to sensitivity and return of
resources. Optimization of resources is the key task
of modern firm management. Two classical
problems of the theory of the firm are devoted to
this issue. The first one (the task of the theory of
demand) is related to the acquisition of a set of
resources (q,,..., q,) attheir market prices p,,..., P,

respectively, which satisfies the budget constraint
P, + Pyt +p,q, <1 and maximizes the utility

function of the consumer u(q,,...

(1.15)

, 4,) . Itisassumed

that this function is concave ascending series on
the set of benefits O c E, and has continuous partial

derivatives of the first and second order sa t/sfymg
the conditions éu/dq; >0, &’u/og* <0, i,j=1,..

[6, 13]. It is represented as a mathematical
programming task [2, 6].

u(q) > max.
2.1
pTg<I,q=o0 (2:1)
The second task is related to the minimizing of
production factors costs with fixed production
output F(q,,...,q,) =Y. If cost function is determined

as r(q)=p'q, where p=(p.....p,)", 4=(g,...q,)",

this task can be represented as a mathematical
programming task

(q) = p"q — min.

F(q)=y
After calculations (See 2.3. and 2.4.) the author

concludes that costs are proportional to resources
return wg)=oc(@)F(@),. The formula

F(¢)/rg)=y/rqg)=1/40(¢’) determines

productivity of a firm. The formula expression for
the marginal rate of technical substitution of factors
is the following

(2.2)

_0F(q) ,0F(q)
Hy aq, / oq

i J

=q0(q)/q,0,(q"), i,j=1.., n

(2.5)

So, the decision g is optimal in relation to the
costs of economic factors. Optimality problem of
resources relative to their return comes down to
solving the maximization of efficiency or return of
resources v(q)=VF(q) q=0(q)F(q) on the surface

F(q)=Y , under the assumption that the figure o(q)

decreases monotonically. Mathematical
programming task will have the form
wq) = Zqu — max.

Flg)=y

(2.6)

After certain calculations (See 2.7. — 2.13.)
the author gives the modified expression for the
marginal rate of technical substitution of factors

=O0@) JOFG) _ s (HG'), iyj=1,,
b o aq; '
(2.14)

Relative position of ¢° and ¢" in case of two

production factors are shown on Pic. 3. At the point
q" the level of costs is r(q)=10(¢))y and is less
than the level r(q") corresponding to the point q",
but at the point q" there is the most dynamic return
of factors v(q"), the greatest (relative) sensitivity
of relation «input — output» o(q") and, as well as the
agreed level of interaction of factors 6(q")=-q"" Hq'.
Finally, it should be noted that all points of Ievel
lines F(qg)=Yy that connect solutions q and q"

essentially constitute a «reasonable compromise»
between the criteria: the minimum cost function r
(q) = p’q and maximum of functions v(q) = F(q)Tq

and(q).

In the theory of production functions two
mathematical scheme (or models) that assume a
constant figure of the sensitivity function o (q) have

obtained wide application. One of them is the
abovementioned production function of Cobb -
Douglas in the form

F(q) =a,4,"¢,"...q," (3.1)
where a; € (0,1), j=1,..,n, - constant

parameters.
The second model is the so —called production
function with constant malleability

Fa) = a,(,q," +...+2,q,") """, ap,m > 0,p >
(3.2)
where there is a correlation o (qQ)=m . In the

work [15] the possibility of production function
approximation was discussed, in the following form

F(@=F, [] (-, (3.3)
where o (q) is evaluated at all isoquants of the

function F (q) and is a decreasing function.

Conclusions.
Thus, in the case of a quadrat/c pproximation
of the production function point ¢° =q" /2 for which

there is a condition ). = 0, is the most appropriate in
terms of both characteristics v(q) and o(q) . Atthis
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same point, the measure of sensitivity is 2/3, the
function F(q") is 3/4 of its maximum, and the

effective return function v(q") is 2/3 size of F(q") .

There are a number of important applications in
which the non-linearity and losses of sensitivity and
the decreasing conversion efficiency of resources
in the market value are the dominant characteristic.
These challenges include: the nonlinear accelerator
linking induced volume of capital investments
with the change in output of the economic system
[16]; macroeconomic dynamics model «CVP»,
describing the dependence of cash receipts and
expenditures of resources on production output
[17]; dependence of performance on technological
productivity, labor productivity and management
productivity [11, 18]; spatio — temporal dynamics
of the value function or utility for decision-making

that characterizes the behavior of economic agents
in a situation of choice [2, 19] and many others.

These phenomena and effects are similar
to the role and influence of the nonlinear nature
of the «central causation», which underlies the
structure and activity of the respective systems.
H. Simon said that «<metaphor and analogy can be
very useful, but they can also take away from the
truth. All depends on how essential or surface is the
similarity, grasped in the metaphor» [20].

Nonlinear effects of spatio — temporary nature
are present in natural and artificial systems
[21]. They appear with remarkable consistency
in engineering, economics and organizational
management in the context of high-performance
systems, and their role and influence are discussed
with growing intensity in the scientific works of
Russian and foreign authors.

Keywords: system, nonlinearity, production functions, costs, efficiency, sensitivity theory, theory of the

firm, decreasing efficiency, resources, optimization.
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