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ABSTRACT

The increase in the volume of passenger transportation in
megalopolises and large urban agglomerations is efficiently provided by
the integration of urban public transit systems and city railways. Traffic
management under those conditions requires creating intelligent
centralised multi-level traffic control systems thatimplement the required
indicators of quality, comfort, and traffic safety regarding passenger
transportation. Besides, modern control systems contribute to traction
power saving, are foundation and integral part of the systems of
digitalisation of urban transit and the cities. Building systems solving the
traffic planning and control tasks is implemented using algorithms based
on the methods of artificial intelligence, principles of hierarchically
structured centralised systems, opportunities provided by Big Data
technology. Under those conditions it is necessary to consider growing
requirements towards software as well as theoretical design and practical
implementation of network organisation.

This article discusses designing architecture and shaping
requirements for developed applications and their integration with
databases to create a centralised intelligent control system for the urban
rail transit system (CICS URTS). The article proposes the original
architecture of the network, routing of information flows and software of
CICS URTS. The routing design is based on a fully connected network. This
allows to significantly increase the network bandwidth and meet the
requirements regarding information protection, since information flows

are formed based on the same type of protocols, which prevents
emergence of covert transmission channels. The implementation of the
core using full connectivity allows, according to the tags of information
flows, to pre-form the routes for exchange of information between servers
and applications deployed in CICS URTS. The use of encrypted tags of
information flows makes it much more difficult to carry out attacks and
organise collection of information about the network structure.

Platforms for development of intelligent control systems (ICS), which
include CICS URTS, high computing power, data storage capacity and new
frameworks are becoming more available for researchers and developers
and allow rapid development of ICS. The article discusses the issues of
interaction of applications with databases through a combination of several
approaches used in the field of Big Data, substantiates combination of
Internet of Things (loT) methodology and microservice architecture. This
combination will make it possible to single out business processes in the
system and form streaming data processing requiring operational analysis
by a human, which is shown by relevant examples.

Thus, the objective of the article is to formalise the principles of
organising data exchange between CICS URTS and automated control
systems (ACS) of railway companies (in our case, using the example of
JSC Russian Railways), URTS services providers, and city government
bodies, implement the developed approaches into the architecture of CICS
URTS and formalise principles of organisation of microservice architecture
of CICS URTS software. The main research methods are graph theory, Big
Data and loT methods.
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BACKGROUND

The growth in the volume of passenger
transportation in large urban agglomerations
and megalopolises is effectively ensured by
integration of public transit and urban railway
lines. Traffic control in these conditions
requires creation of intelligent centralised
multi-level control systems that implement the
specified indicators of quality, comfort, and
safety of passenger transportation. Modern
control systems additionally solve the problems
of saving energy for traction of rolling stock,
are the foundation and an integral part of
digitalisation systems of urban transit and the
cities.

The construction of systems that solve the
problems of planning and traffic control is
implemented via algorithms using artificial
intelligence methods, the principles of
hierarchically structured centralised systems,
and the opportunities offered by Big Data
technology. In these conditions, it is necessary
to consider the increased requirements not only
towards software, but also towards theoretical
and practical solutions for network organisation.
First, it should be noted that ICS process
a much larger amount of information, since
they use recognition methods to control access
to infrastructure objects: this is background face
recognition of personnel, intrusion detection,
and an increased volume of technological video
and audio communication, as well as of data
on the parameters of many objects. Safety
control systems record all staff negotiations. In
this regard, the volumes of transmitted
information significantly increase. If for audio
communication, to ensure quality of
transmitted information, it is sufficient to use
information compression technologies in
channels with an information transfer rate of
up to 64 kB/s, then to support video
communication, at least ten times better quality
is required. Models of suburban railway traffic
control within cities (for example, at Moscow
Central Diameters (MCD) and Moscow
Central Circle (MCCQ)) [1], on the metro and
high-speed tram lines [2]) significant amounts
of information from control systems monitoring
access to infrastructure facilities are used, since
it is necessary to quickly manage to stop the
rolling stock in case of an emergency [3]. These
systems are built using pattern recognition
models, and, therefore, this leads to an increase
in the volume of transmitted traffic via both
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wireless and optical information transmission
channels. In this regard, the volume of stored
information is calculated in petabytes. It should
be noted that not only the volumes of
transmitted information have changed, but also
the essence of external and internal attacks on
information resources [4—7] has changed
accordingly. If earlier the attack supposed to
interfere the functioning of a system, today the
emphasis is on covert collection of information
and transmission of information in a covert way.

Building a network using standard methods
[8; 9], which were recommended and used in
practice when implementing systems of a new
class, such as ICS, cannot be applied. Asarule,
networks are built according to a standard
scheme with two or three central switches, to
which peripheral switches are connected that
connect various objects. These objects include
servers, applications, databases, and users
(dispatchers, programmers, administrators of
various subsystems: security subsystems, L'TE
networks, databases, etc.). There are only two
routes for organising information flows with
three switches. This does not allow dif-
ferentiating information transmission traffic,
even when using visualisation in a local
network. As a result, implementation of
information flows focused on the use of direct
transmission channels from objects (controllers)
of a control system to objects (servers) is
practically impossible. Meanwhile, ICS
requires aggregation of a large amount of data
and a high data transfer rate, which implies the
use of optical interfaces for communication
with information storage bases. In this regard,
construction of ICS network core with many
central switches opens up new possibilities for
increasing speed, the volume of transmitted
information, organising interaction of
applications and databases, as well as providing
information security.

It is known that power of a network is
determined by the connections between nodes.
The number of links Bis determined as follows:
B=N(N—1) /2, where N is the number of
nodes. The number of routes M in this case is
equal to M = B — 1. This allows channel
transmission of information from a large
number of objects (objects of automation and
telemechanics, microprocessor centralisation
(MPCQC), track circuits at stations and railway
hauls, switch turnouts), from which it is
necessary to collect information, and to transfer
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it to the database and process it with the
appropriate application [10]. The use of fully
connected nodes in the core of the network
makes it possible to organise information flows
for delivering information through direct
channels using optical communication lines,
which increases speed and volume of
transmitted information tenfold. It should be
noted that differentiation of flows by features
makes it possible to make transmission over
covert channels as difficult as possible, since
the number of features that can be used to
transfer information by permutations is limited,
since practically a single protocol is used in
each flow. In organisation of the network,
connection of information flows at individual
nodes is extremely rare, which is a necessary
condition for a high transmission speed.

ICS network model is built based on the
discretionary method [11], which means the
unambiguous binding of the subject to the
object. In practice, this means that the subject
is assigned with personal objects in the network.

The objective of the research is to implement
methods of intelligent protection of information
flows by organizing temporary trusted routes
based on tags and using a fully connected ICS
network core, as well as interaction of
applications of an intelligent control system
based on the principles of microservice software
architecture.

Based on this objective, the article discusses
the issues of organising the network structure,
organising temporary trusted routes for
integration of subsystems of intelligent control
of urban transit, as well as microservice
architecture aimed at implementing program
interaction of subsystems in a corporate
network within an intelligent control system.
To solve the set tasks, the methods of systems
analysis, graph theory and computer science
are used.

RESULTS

Structure of ICS network

In ICS, moving objects are controlled via
4G (LTE) wireless network [10; 11]. LTE
network transfers heterogeneous traffic: voice,
video, and data. In this regard, the use of
MPLS multiservice network technology is
a necessary and justified condition. We
describe the discretionary model of MPLS
network through the Cartesian product of
objects and subjects:

(OMFES «OMPES)eS, i j, k=1, m,

where §, are subjects, personnel;
m is number of subjects;
(0/"**+0}"*) — Cartesian product of objects

in MPLS network.

MPLS network operates using specialised
hardware, in the operating system of which
special packet processing functions are
implemented. A tag is added to the packet that
contains the /P address prefix, ingress port, and
egress port on PE (provider router) and P
(MPLS network core router) routers. Routes
are pre-recorded in the routing table. A 33-bit
tag is processed quickly, therefore delivery
speed increases. On PF routers, the tag is
removed, and then the packets go to CE router
(client router) and to the local network.

Let’s consider operation of an application
deployed at O in MPLS' network [4—6].
The application Pr, on the object O M is
initialised by the subject and sends over the
Ethernetinterface an Ethernet packet containing
the source and destination MAC addresses, as
well as DATA area where data of the protocol
used by the application Pr, is stored. In DATA
area of the Ethernet-packet there is an extension
that contains the identifier NPrr of the
information flow generated by the application
Pr,. The identifier represents an encrypted
record of the MAC address of the object O*"$
and the number of the application operating in
the network, as well as the parameter 7, — start
point of the flow transmission and 7, — life or
duration parameter of the information flow.
The purpose of parameters 7, and 7, will be
explained below. To form the code cipher, we
use the symmetric key &/, which is predefined

for the application and the server:
(MACQMPLS N Pr, ’to’tlive)Ek, P

where E, — encryption E with the secret key
kl.

Next comes the standard MPLS processing
procedure. The packet arrives at CE router,
which sends it to PE router, where a tag is
affixed to the packet, and by the /P address
prefix, it is directed to the egress PE router,
where the tag is removed.

! Methodological document «Information protection
measures in state information systems» (approved by the
Federal Service for Technical and Export Control on
February 11, 2014). [Electronic resource]: https://www.
garant.ru/products/ipo/prime/doc/70491518/. Last
accessed 17.02.2021.
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Table 1
Algorithm for route formation

Identifier Core object Input port Output port

(O e, i=1,n _ ;
(MA OMPLS’NPr,’IO’tlive)EkI ! e x[Z].k=1nk#i

o, 's¢ e,i=1,n _ ;
(MA OMPLS’NPer’tO’tlive)Ek, ik i e x[Z),k=1nk=i
The table is filled in accordance with the structural diagram of the network

When passing through MPLS network, the
original source MAC address is replaced, but it
is retained in the extended DATA area.

After removing the tag, the packet with data
arrives at the Ethernet interface of the switches
of the nodes of the network core, where in the
routing table for:

(MAC oMPLS> N, P

T, ’tO’tlive)Ekl

possible options for movement along the route
are pre-registered. The routing is organised by
a specialised server: Object Security Monitor
(OSM).

Objects of MPLS network 0%, connected
to the outputs of PE routers and connected with
a part of the objects of the core of ICS network
Oj’SC, can be described through the Cartesian
product:

OiPE 'OI.ISC,i:&j .
A packet with the identifier
(MAcoMPLS’ Pr,.> 0’ llve )E

may appear on any of the ports of MPLS
network objects O,

It is possible to implement two options for
routing information flows.

First option. OSM server, knowing all MAC
addresses and numbers assigned to applications
N b generates routes through the ICS core
network. We describe the route through the

starting and ending points:
M =M(0,05)

wherejand k are the starting and ending points
of the route.

To choose the shortest route, we will apply
Dijkstra’s algorithm with the parameter C = 1
and the matrix /Z] for controlling the occupancy
rate of the node in the previously compiled
route. The route is selected with the minimum
distance to the final object:

d(M)=3 C(0!5,055)
i=1
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where M(0/*°,0,°) is an arbitrary route from

the initial j-th to the final k-th point. The
delivery end point (application server, database,
or other objects) is not determined by the /P
address in DATA area, but by its MAC address
(predefined), C(0/°°,0) is distance from the

initial j-th point to the final k-th one. The
implementation of the routing algorithm is
presented in Table 1.

In the description of the model for selecting
the output port, the node occupancy control
parameter is used as matrix [Z], the rows of
which correspond to the ports of the object,
and the columns — to the objects. At the
intersection of columns and rows, 0 is put ifthe
port is occupied, otherwise — 1. If the port is
already occupied in the route, then when
choosing a route for a set of objects working
with another application, another free port of
the object is selected.

Letus considerthe purpose of the parameters
of the start time 7, and of the duration of the
existence of the information flow 7, . The start
time can be pre-agreed in the application, the
beginning and duration of the information flow
transmission can be determined [7; 12; 13].
This information is sent by the application to
OSM server and is used by it to analyse the flow
identifier, for example, when polling the
sensors-controllers of the state of infrastructure
elements, moving objects, objects of automation
systems, etc. At the same time, there can be
a single request from the application server to
the controller object, where the start time and
duration of the response flow are also written.
Likewise, the server application informs the
object security application. The timing
parameters of the information flow for the
security system are important to determine the
lifetime of the route in the core of ICS network.
The parameters 7, and 7,  are set by the

live
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application, determined from the necessary
needs based on the knowledge of the values of
the control parameters that are used in the
application. At the end of , time, the route is
cancelled. This means that any attack using
a MAC address inside the network will not be
possible because the trusted route is temporary
and has been parsed.

Second option. The routing model is based
on the use of local assignment of MAC
addresses of the switch by its ports by the
administrator. The tag about local control of
the MAC address is put at the end, and the MAC
address 100ks like: XXXX.XXXX.XXXXX. XXXX.XXXX.
xx01. The route table in the second approach
isbuilt based 0 MAC-addresses, port, m, - The
tag m,is assigned based on the destination /P
address in the Ethernet DATA packet area. In
this case, IEEE §02. 1q protocol is assigned in
the network, which contains a byte with a m,
tag, a byte with a protocol type and an
indicator that the network uses IEEE 802.1¢q
protocol packets. The route table compares
the tag assigned in advance by OSM server and
the tag in /EEFE 802.1q protocol, as a result,
the packet is directed to the corresponding
port of the switch. When the delivery endpoint
is reached, the information tag is removed,
and the data packet arrives at the server. It is
to note that the use of this technology
coincides with network virtualisation and,
when fully connected, allows us to isolate
information flows. It is to mention that it is
one of the conditions for implementation of
the network and information interaction for
the critical facilities of the Russian Federation.

Let us consider a model of interaction
between applications (various control tasks of
ICS), which are controlled by dispatchers of
URTS, administrators of LTE networks,
networks of subsystems of URTS (metro,
suburban railway transport within cities, high-
speed trams):

(O + 0 yessc * (U, (OF + S )+ U, (0F = S5 ) +

+U, (0 +51")+

|:Ui ( OiMPLS . O;WPLS). S;'p ]mﬂ +|: Ui ( OiMPLS . O;WPLS). S;'p ]mﬂm +
+|:Ui (OiMPLS . OIMPLS). S;p]'

rom + 0" +0'”"),i¢j,
where (0 +0/%),,.;sc — core of ICS network;
U,(07+8#) is centralised traffic control

systems by types of URTS: metro, suburban
railway transit within cities, high-speed tram;

U,(0rm+5:) — objects associated with

administrators of ICS system (system, network);
U,(0"+5") — objects associated with

administrators of databases;
SjSI’ — service personnel;
,(0"™" -0/"*)+s71,, — a network of

a centralised control system for electric train
traffic of suburban railway transport within
cities (CCSETT), which unites the centre for
situational control of electric train traffic of
suburban railway transport within cities and
integrated subsystems of upper functional level
of CCSETT;
[,(0""*+0/"*)+8"1,.,, — a network of

metro

a centralised control system of metro train
traffic (CCSMTT), which unites the centre for
situation control of metro train traffic and
integrated subsystems of upper functional level
of CCSMTT,

[,(0""* -0/"*)+571,,, — a network of

a centralised control system of high-speed tram
traffic (CCSHSTT), which unites the centre
for situational control of high-speed tram
traffic and integrated subsystems of upper
functional level of CCSHSTT;

0¥ — a network of interdepartmental
electronic document management,

0"¢ — a network of city centre for off-street
transport control.

The model also includes an isolated OSM
security network? 3. It contains a separate GE
interface for managing core routes through
routing tables. The discretionary model of the
OSM server network is as follows:

SecO IsC | ryISC o db
Oz '[(0; 0, )chmlsc +U (0 ) + V(O ) +

MPLS MPLS MPLS
+9 (0 g + 2O ) e + Y5 (Oi )6Eman :| >

2 Order of the Federal Service for Technical and Export
Control of the Russian Federation of December 25,
2017 No. 239 On approval of requirements for ensuring
security of significant objects of critical information
infrastructure of the Russian Federation (as amended
by Orders of the FSTEC of Russia dated August 9, 2018
No. 138, dated 26 March 2019 No. 60, dated February
20, 2020 No. 35). [Electronic resource]: https://fstec.
ru/tekhnicheskaya-zashchita-informatsii/obespechenie-
bezopasnosti-kriticheskoj-informatsionnoj-
infrastruktury/288-prikazy/1592-prikaz-fstek-rossii-
ot-2517-degnabrya-239. Last accessed 17.02.2021.

3GOST R ISO 14813-1-2011. National Standard of
the Russian Federation «Intelligent Transport Systems.
Scheme of building the architecture of intelligent
transport systems. Part 1. Service domains in the field
of intelligent transport systems, service groups and
services». [Electronic resource]: https://docs.cntd.ru/
document/1200086739. Last accessed 17.02.2021.
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where O, are objects of the OSM server,
applications, databases, MPLS network in an
isolated OSM security network, connected via
the GF interface.

A separate physical controlled (monitored)
network interface for each external tele-
communication service should be used in ICS
network.

The model provides for an exchange with
government agencies and business organisations
(JSC Russian Railways, Moscow Department
of Transport, etc.) through the system of
interdepartmental document management* 3.

The structure of the centralised intelligent
control system of the urban rail transport
system (CICS URTYS) is shown in the picture
below (Pic. 1). List of information resources —
applications for solving management problems
comprises:

+ an intelligent system for forecasting and
analysing the passenger traffic of URTS;

+ an intelligent system for forecasting,
planning and analysing operation of URTS;

+ an intelligent system for forecasting,
planning and analysing the work of vehicle
operators of URTS;

+ an intelligent system for forecasting,
planning and analysing the work of dispatchers
of URTS;

+ an intelligent system for forecasting,
planning and analysing works on technical
maintenance of URTS infrastructure;

+ an intelligent system for forecasting,
planning and analysing operation of vehicles of
URTS;

+ an intelligent system for control of traffic
and vehicle safety system of URTS;

+ on-board devices for unmanned vehicle
control of URTS;

* situational centre.

The technical implementation of ICS
network is based on the use of optical switches

4 Methodological document «Information protection
measures in state information systems» (approved by the
Federal Service for Technical and Export Control on
February 11, 2014). [Electronic resource]: https://www.
garant.ru/products/ipo/prime/doc/70491518/. Last
accessed 17.02.2021.

’ Order of the Federal Service for Technical and Export
Control of the Russian Federation of February 11, 2013
No. 17 «On approval of the Requirements for protection
of information that does not constitute a state secret
contained in state information systems» (as amended
on April 27, 2020, version effective from 1 January
2021). [Electronic resource]: https://docs.cntd.ru/
document/499002630. Last accessed 17.02.2021.
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with a built-in control system through the GE
port of OSM network. The ICS network core
is physically located in the rack where the mesh
network is deployed. Communication between
MPLS networks of centralised traffic control
systems by types of URTS is carried out on the
basis of establishing connections between PE
routers (unmarking) of the MPLS network and
forwarding to a CE router connected to the core
switches via optical cables with an exchange
rate of up to 8 Gb/s.

The exchange rate in the core is 16 Gb/s
with peripherals (personal computers of
dispatchers, network, and application
administrators, as well as CCS computers) up
to 8—16 Gb/s. Database storages are formed
according to the types of transport and types of
management tasks to be solved for a specific
type of transport. The exchange rate between
objects of the network core and drives is
16 Gb/s. The storage capacity for each type of
transport is: suburban rail transport within
cities — up to 20 petabytes (PB), metro — up to
20 PB, high-speed tram — up to 3 PB.

According to security requirements, access
to the Internet is prohibited for critical
facilities, which include city transport® 78,

The core of CICS URTS unites the
following centres into a single hub: City centre
for off-street transport control, connected with
the centres of situational control by types of
urban rail transit: suburban rail transit within
cities, metro, high-speed tram, as well as
integrated subsystems of the upper functional

¢ Methodological document «Information protection
measures in state information systems» (approved by the
Federal Service for Technical and Export Control on
February 11, 2014). [Electronic resource]: https://www.
garant.ru/products/ipo/prime/doc/70491518/. Last
accessed 17.02.2021.

7 Order of the Federal Service for Technical and Export
Control of the Russian Federation of December 25,
2017 No. 239 On approval of requirements for ensuring
security of significant objects of critical information
infrastructure of the Russian Federation (as amended
by Orders of the FSTEC of Russia dated August 9, 2018
No. 138, dated 26 March 2019 No. 60, dated February
20, 2020 No. 35). [Electronic resource]: https://fstec.
ru/tekhnicheskaya-zashchita-informatsii/obespechenie-
bezopasnosti-kriticheskoj-informatsionnoj-
infrastruktury/288-prikazy/1592-prikaz-fstek-rossii-
ot-2517-degnabrya-239. Last accessed 17.02.2021.

8 GOST R ISO 14813-1-2011. National Standard of
the Russian Federation «Intelligent Transport Systems.
Scheme of building the architecture of intelligent
transport systems. Part 1. Service domains in the field
of intelligent transport systems, service groups and
services». [ Electronic resource]: https://docs.cntd.ru/
document/1200086739. Last accessed 17.02.2021.
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Pic. 1. The architecture of CICS URTS (compiled by the authors).
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level of centralized traffic control means of
suburban rail transport within cities, metro,
and high-speed trams.

The ICS core provides the necessary
resources for each centre: dispatching pools
by types of urban transport separately for
each metro line, a section of suburban
railway transit within cities (diameter or
ring) and a section of a high-speed tram;
database; servers; access to corporate MPLS
networks deployed on metro lines, sections
of suburban railway transit within cities
(diameter or ring) and sections of high-
speed tram routes.

Administrators of databases, applications
of top-level control systems by modes of
transport and administrators of the MPLS
network and 4G (LTE) cellular com-
munication, as well as security administrators
are connected to the core of CICS URTS.
The core of CICS URTS provides
organisation of isolated large-volume
information flows between application
servers of control systems, through the use
of optical interfaces and implementation of
a fully connected network directed to the
objects of the lower level of control systems.

Let us consider operation of the network
for control of electric train traffic of suburban
rail transit within cities. The basic devices
that ensure safe movement are MPC systems
that control switches, signals, track circuits,
crossings and other devices within the
station, automatic blocking systems (AB)
that monitor the state of the track circuit in
the control mode, power supply systems, and
infrastructure control systems (track,
roadbed, rails). The high-speed train control
system aggregates information from these
systems on the servers of radio block centres
to transmit it to the on-board control systems
on rolling stock (using a secure protocol) via
the 4G (LTE) wireless communication
system, where speed limit values are
calculated to ensure the braking distance.

To ensure the security requirements of the
MPC system, dispatch centralisation (DC),
AB manage objects using their own servers
using special protocols. To ensure the mode
of secure exchange of information between
the servers of the radio blocking centre,
a MySQL buffer database has been created in
CCSETT. Information from the database is
sent through the MPLS network to the core
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of the network of CICS URTS to the servers
of the upper functional level of CCSETT.

The subsystems of the upper functional
level of CCSETT use data coming from the
infrastructure control system through the
MPLS network. Infrastructure control systems
collect information from track elements to
determine speed limits due to the condition
of the track superstructure, repair work, and
the absence of illegal entry of objects, animals,
people. To ensure high-speed delivery of
control information from the subsystem of the
upper functional level of CCSETT to the
on-board control systems on rolling stock,
a route is formed between the traffic control
server of rolling stock and the controller on
rolling stock in the core of the central control
system of URTS. For management packets,
priority is set to at least 5 (QoS). Packet delay
time is not more than 20 ps.

The upper functional level of CCSMTT
is built for each metro line. The network of
CICS URTS control performs the following
functions: connects the servers of the upper
functional level of CCSMTT of each line, on
the one hand, and on-board control systems
on rolling stock (the lower level of CCSMTT),
infrastructure access control systems (control
of appearance of foreign objects, people and
other obstacles: landslides, groundwater,
etc.), the Ministry of Emergency Situations
and fire alarm systems, systems for diagnosing
the technical condition of automation and
telemechanics devices (automatic locomotive
signalling systems with automatic speed
control (ALS-ARS) and DC, preventing
speed excess and ensuring that the train stops
at emergencies), rolling stock, power supply
systems on the other hand.

To implement the upper functional level
of CCSMTT on metro lines, a multi-service
MPLS network has been deployed, the task
of which is to integrate a 4G (LTE) wireless
information transmission network for
communication of on-board control systems
on rolling stock and technological
communication systems for service personnel,
integration via optical channels with access
control systems, traffic safety systems ALS-
ARS, DC, technical diagnostics systems for
power supply devices, automation and
telemechanics located on the metro line.

To ensure the mode of priority delivery of
information from the applications of the
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servers of the upper functional level of
CCSMTT, the isolated route mode (due to
the full connectivity of the network objects)
is implemented in ICS network core with
aspeed of 16 Mb/s (via an optical cable) and
QoS mode in MPLS with a priority of at least
5, which ensures delivery of information from
control servers to on-board control systems
on rolling stock with a delay of no more than
20 ps.

Algorithms for maintaining the rolling
stock of the metro and their parameters are
determined at the upper functional level of
CCSMTT, considering the current technical
condition of the infrastructure and rolling
stock, as well as the restraints formed by
traffic safety systems.

Let’s consider operation of the network for
control of high-speed tram traffic. The
connection between the on-board control
systems on the high-speed tram and the upper
functional level of CCSHSTT is carried out
over LTFE network through the corporate MPLS
network. The location of the tram is determined
based on a high-precision coordinate network
and a digital track model, which provide high-
speed tram positioning accuracy. The
assessment of the state of the track is carried
out using video cameras installed along the lines
of movement. Based on the information
received, speed limits or a signal to stop the
train are generated. The required speed of
information delivery from the upper functional
level of CCSHSTT is ensured by setting
priorities for control packets and an isolated
route in the network core of CICS URTS.

ICS application-level structure

Let’s consider the features of imple-
mentation of applications, their management,
and their interaction with databases.

When creating CICS URTS, it is necessary
to consider several bottlenecks in terms of
storage of automation and interaction with
external systems:

« storage and processing of information,
which is necessary for functioning of CICS
URTS. This information is collected in
a large number of third-party automated
systems. The existing automated systems use
various technologies, interfaces, archi-
tecture;

* individual implementation of
information exchange between automated
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control systems (ACS) of third-party
developers;

* reliability of data stored in various ACS
is not always ensured by appropriate
technologies and procedures for logical data
control;

« available ACS provide only operational
data storage, long-term accumulation of
information during the entire life cycle of
control objects is not performed, which makes
it difficult or impossible to effectively use
predictive analytics tools, machine learning,
etc.

To eliminate these restrictions and create
CICS URTS, the following tasks should be
solved:

» determination of the range of digital
technologies that allow accumulating and
analysing significant amounts of information
from vehicles and infrastructure facilities in
order to provide a flexible approach to the
technical operation of URTS, technological
equipment and engineering structures;

+ development of data schemes, ensuring
their storage in the structure of the distributed
data warehouse of CICS URTS;

* creation of a distributed data warehouse
for CICS URTS using big data technologies
and a distributed register intended for joint use
of CICS URTS and external data providers;

« creation of a mechanism for entering data
into a distributed storage based on a unified
API-interface on the initiative of adjacent
automated control systems upon the appearance
of data in them required by CICS URTS;

« creation of the possibility of entering data
from on-board systems in real time.

+ creation of functionality:

— logical control of data entering CICS
URTS;

— management of conflicts and errors
detected when data is received;

— visualisation of data stored in a distributed
storage;

— ensuring the possibility of early
identification of risks in management of
maintaining the technical readiness of
human and technical resources of URTS
through adoption of modern analytical
methods of statistical processing and
machine learning;

— implementation of information services
in the interests of consumers of information
about URTS.
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Pic. 2. The architecture of the system for collecting and processing a large amount of data
for the implementation of CICS URTS (compiled by the authors).

Architecture of CICS URTS software

The authors have developed an architecture
and set requirements for construction of
a heterogeneous system for collecting and
processing a large array of information coming
from various sources, considering certain
tasks.

Two architectures were taken as a basis for
building a system for working with big data:
lambda and microservice (MS).

The architecture consists of three main
blocks (Pic. 2):

« client part — services used by external
clients;

* microservices — services that process
requests from the client and interact with
temporary storage;

* BigData — main storage with large data
volumes that require significant resources for
use and maintenance [14—18].
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In the client part of the system, methods of
interaction are implemented through the main
and service user interface. The main user
interface includes reporting forms for various
business areas of the system. The service user
interface includes subsystems for monitoring
the general state of the system and provides
direct access through the web interface to data
for solving intelligent tasks.

The microservice part [19] consists of
layers, each of which has its own logical level:

* API layer works directly with requests
coming from the client part and requests the
necessary data from the temporary storage. The
API layer includes service and business
modules.

* temporary storage — data storage with
calculation results, operational data and user
data. Technologies used: MongoDB [20] and
CouchDB [21].
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Pic. 3. Program composition of CICS URTS (compiled by the authors).

Big Data part consists of layers, each of
which has its own logical level:

« aggregation and data processing — the
service calculates features and forecasts based
on the data received in the main storage;

« collection of operational data — an AP/
service for transferring operational data to
a temporary storage;

* main data storage — distributed file
storage built using HBase [22] and HDFES [23]
technologies;

* API for receiving data — a service for
receiving data from external systems, built
using NiFi technology [24].

The software environment can include
(Pic. 3):

* Unix like operating system;

* Ambari — deployment and administration of
Hadoop cluster [25];

* Zookeeper— aservice that providesdistributed
synchronization of namespace configuration
information for a group of applications used [26];

* Ranger — a module that provides central
management of access control to files, folders,
databases, tables [27];

* NiFi — a unified interface for collecting
information from external systems [24].

* Kafka — queue manager [28];

» Airflow — a library for planning and
monitoring workflows [29];

* Phoenix — declarative SQL syntax applied to
the HBase database [30];

* HBase, Hive — distributed storage and
synchronization of big data [25];
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* MapReduce — a distributed computing
technology used for parallel computing on large
(up to several petabytes) datasets in computer
clusters [31];

* Zeppelin — visualization and analytics of
big data [32];

* Spark — a framework for distributed batch
and stream processing of unstructured and
semi-structured data [33];

« HDFS — distributed storage of big data
files [25].

The system should provide the ability to
store data from URTS during the entire life
cycle of both the object itself and related
objects. Data are not deleted and accumulated,
forced cleaning is not provided. The possibility
of data archiving is allowed.

The response speed of CICS URTS should
be:

+ for navigation operations on the screen
forms of the system — no more than 5 seconds;

» for operations of generating reports — no
more than 5 minutes.

The system should ensure that the following
changes are applied:

+ addition of new enterprises — users
(functional customers) of CICS URTS;

+ change of data sets coming from URTS.

The system must have open interfaces for
development (modernization) and integration.

The system should provide the ability to
gradually build up its functionality, including:

+ replacement of hardware and system
software, subject to compliance with the
requirements specified in the documentation
for standard and supplied software;

+ expanding the functionality of the system
in terms of development of new modules and
subsystems, as well as integration with the
developed automated and information systems.

Requirements for the modes of operation
of the system are determined for the main
(standard) mode of operation, in which the
equipment, which constitutes a set of technical
means, works properly, and the system, basic
and application software functions properly;
limited functionality mode (emergency mode);
schedule of routine maintenance.

Reduced functionality mode is characterized
by the failure of one or more software and/or
hardware components. At the same time, the
limited operability of the system for fulfilling
the functional purpose remains. This can be
caused by acommunication failure or hardware
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and software failures, which cannot be
compensated for by means of redundancy.

The routine maintenance mode is intended
for carrying out repair and maintenance works
and software modernization. In this mode,
temporary (planned) unavailability of the
productive system for users is allowed. The
regulations for the transition from one mode
of operation to another, as well as instructions
for the personnel of the system for working in
each of the above modes and for actions during
the transition from one mode to another should
be described in the operational documentation.

The requirements for diagnosing the system
are that there should be tools for diagnosing
operability of the main processes of the system
and identifying events that are important from
the point of view of functioning of the
information system. This toolkit should provide
the necessary monitoring of functioning of the
information system by maintaining specialised
registers (log files).

Complex monitoring of functioning of the
information system is carried out by
a combination of the following methods:

 standard monitoring of the information
system — monitoring hardware resources,
monitoring operability of processes and
services;

* monitoring the availability of URL-links;

* monitoring of records in the log files of
the information system, which have
a standardized and documented structure;

* monitoring the content of the service
tables of the information systems database;

* monitoring of messages received from the
information system via the SNMP protocol to
the monitoring servers, with an IP address set
parametrically;

« other diagnostic methods agreed with the
accompanying personnel and administrators
of the monitoring system.

In case of emergencies or software errors,
diagnostic tools should be able to store the
complete set of information necessary to
identify the problem.

The function of issuing reports on the
system operation should be provided.

CONCLUSIONS

As a result of the study, it was proposed to
use organisation of secure information flows for
CICS URTS based on tags and implementation
of a fully connected core of the system network.
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The full connectivity of the core allows increasing
speed of information exchange, dividing flows
between ICS applications by protocol types and
creating temporary trusted information flows
with a minimum set of features, making it
difficult to organize secret information
transmission channels.

Implementation of CICS URTS network
using a fully connected core and optical
channels allows connecting MPLS network of
the upper-level control subsystems with CICS
URTS core by a local fully connected segment,
which increases safety and volumes of
information transmitted from the lower-level
peripheral equipment.

The software architecture proposed by the
authors will make it possible to organize the
efficient operation of CICS URTS from the
point of view of the processes of storing,
receiving, and processing data. Including, given
the fact that the system at the software level
includes a microservice architecture, it allows
for ease of maintenance, development, and
deployment. Microservice architecture has
proven its worthiness in development of an
integrated model of the metro line and creation
on its basis of a wide range of control, planning,
optimisation and training tools [ 34—36], as well
as in creation of the «Trusted environment of
the locomotive complex» system [37].
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